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ABSTRACT
The explosion of multimodal fake news content on social media has

sparked widespread concern. Existing multimodal fake news detec-

tion methods have made significant contributions to the develop-

ment of this field, but fail to adequately exploit the potential seman-

tic information of images and ignore the noise embedded in news

entities, which severely limits the performance of the models. In

this paper, we propose a novel Hierarchical Semantic Enhancement

Network (HSEN) for multimodal fake news detection by learning

text-related image semantic and precise news high-order knowl-

edge semantic information. Specifically, to complement the image

semantic information, HSEN utilizes textual entities as the prompt

subject vocabulary and applies reinforcement learning to discover

the optimal prompt format for generating image captions specific to

the corresponding textual entities, which contain multi-level cross-

modal correlation information. Moreover, HSEN extracts visual and

textual entities from image and text, and identifies additional visual

entities from image captions to extend image semantic knowledge.

Based on that, HSEN exploits an adaptive hard attentionmechanism

to automatically select strongly related news entities and remove

irrelevant noise entities to obtain precise high-order knowledge

semantic information, while generating attention mask for guiding

cross-modal knowledge interaction. Extensive experiments show

that our method outperforms state-of-the-art methods.

CCS CONCEPTS
• Information systems→ Social networks; Multimedia infor-
mation systems.
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1 INTRODUCTION
As social media platforms have become more and more embedded

in people’s lives, they have become the main source of access to

information for public. Unfortunately, this has been accompanied

by an ‘explosion’ of fake news [16, 25, 30]. Due to the confusing

content of fake news, people are often misled by it, which in turn

influences their judgement and decisions. It can also be used to

distort and falsify facts to guide public opinion, which has a detri-

mental effect on social trust and stability [20, 26, 39]. Therefore, in

order to stop the surge of fake news, there is an urgent need for

automatic detection methods to identify fake news and enhance

the trustworthiness of the social media ecosystem.

Fake news detection is a binary classification problem whose

goal is to analyse news content so as to determine its authenticity.

Traditional fake news detection focuses on textual content and

relies on extracting semantic feature from the text, social media

communication processes and user interactions to detect fake news

[24, 45]. However, as multimedia technologies continue to evolve,

rumour mongers are increasingly using multimodal content, such

as attractive images, to get the attention of the public in order to

facilitate faster dissemination. Therefore, the field of multimodal

fake news detection is receiving more and more attention.

Some progress has been made in the field of multimodal fake

news detection, yet existing methods [34, 41, 42] make insufficient

use of image information. Some approaches simply extract image

feature by VGG19 [31] or ResNet50 [13] pre-trained in ImageNet [6].

Some other methods combine frequency domain information as a

complement to image features [46], or apply multimodal variational

autoencoder to reconstruct textual and visual representations for

reducing modality gap [18]. However, none of these methods make
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(1) cars are parked in a flooded street 

in a city

(3) the nyc street is flooded with water 

and cars are parked

(2) the photo and hurricane damage is 

visible in the streets of the city

News entity

News image

Text-guided captions

Textual entities: re-post,  photo,  hurricane, destruction, midtown, nyc

Visual entities extracted by YOLOv3: car, building, tree

Visual entities in image captions: car, flood, street, city, damage, water

#Re-post  Photo of Hurricane Sandy 

destruction in midtown NYC.

News text

Figure 1: A multimodal news example, marked in red refers
to textual entities serving as prompt subject vocabulary. This
example shows that it is effective to apply textual informa-
tion to guide image caption generation, while the extracted
noisy entities should be filtered.

full use of the semantic information of the image, especially with-

out combining text information for semantic extraction of image

specific content. In addition, the simple extraction of image feature

is not effective in reducing the modality gap between image and

text features, which is not conducive to subsequent multimodal

fusion. Apart from the basic features of news content, knowledge-

level feature of news entities are also essential for predicting the

reality of a sample. Knowledge graph (KG) consist of entities as

graph nodes and relationships as edges with different types, which

are rich in background knowledge information. Therefore, in order

to improve the performance of fake news detection, a few of ap-

proaches use high-order knowledge semantic information of news

entities as a source of objective evidence by incorporating it within

the model [9, 38]. To acquire visual entities, these methods just

utilize YOLOv3 [29] or Faster R-CNN [11] to detect the image [22,

36], which is not sufficient for the detection of visual entities. As

shown in Figure 1, we can observe that the visual entities detected

by YOLOv3 are scarce, while the entities contained in the image

captions are often richer. Afterwards, these methods perform fake

news detection by aligning and fusing visual and textual entities

[22], or discovering the inconsistent semantic feature at the knowl-

edge level [36]. But these methods tend to ignore the additional

noise impact that comes with adding external knowledge. When

extracting visual or textual entities, irrelevant entities are often

identified, which tend to introduce varying degrees of noise infor-

mation into the model. For instance, in Figure 1, the textual entities

‘re-post’ and ‘photo’ are not necessary for fake news detection, same

for the visual entity ‘tree’. Therefore, removing the influence of the

above mentioned irrelevant entities and obtaining more accurate

high-order knowledge feature of the news is undoubtedly effective

for fake news detection.

In this work, we propose a novel Hierarchical Semantic En-

hancement Network (HSEN) for multimodal fake news detection

by learning text-related image semantic and precise news high-

order knowledge semantic information. It utilizes two modules

to enhance news semantic features at different levels, namely the

image semantic enhancement module and the knowledge semantic

enhancement module. Specifically, for image semantic enhance-

ment module, we identify textual entities as the prompt subject

vocabulary to guide the BLIP [21] model for generating the image

captions specific to the textual entities as the supplementary image

semantic information. As shown in Figure 1, on the right are three

types of image captions generated by our customised prompt for-

mat, where the first is the original caption without the addition of

the prompt, which represents the global semantic information of

the image. The second is generated by two textual entities as the

prompt subject vocabulary, which represent the semantic interac-

tion information between the two textual entities in the image. The

third is generated by a single textual entity, which represents the

local semantic information of the individual textual entity. We can

observe that using textual entities to guide the generation of image

captions could effectively combine the text and image semantic

to extract cross-modal correlation information and eliminate the

modality gap. Since the generation of image caption by the BLIP

model is an autoregressive process and its gradient cannot be cal-

culated, we apply reinforcement learning to discover the optimal

prompt format to generate more valuable image captions.

For the knowledge semantic enhancement module, we identi-

fies additional visual entities from image captions, which in turn

effectively supplement the high-order knowledge information of

the image. And we perform adaptive hard attention operation on

visual and textual entity embedding to remove irrelevant noise

entities and assign critical weights to relevant entities. Besides, we

generate attention mask for the cross-modal knowledge interaction

of visual and textual entity embedding based on the above hard

attention operation. Finally, we perform multimodal fusion of im-

age caption feature, text feature, image feature, and combine the

filtered external knowledge feature to determine whether the news

is real or fake. Extensive experiments on two datasets show that

our multimodal fake news detection method HSEN outperforms

state-of-the-art methods.

The main contributions of this paper are as follows:

• We propose a novel Hierarchical Semantic Enhancement

Network for multimodal fake news detection by learning

text-related image semantic and precise news high-order

knowledge semantic information.

• We utilize textual entities as the prompt subject vocabulary

and apply reinforcement learning to discover the optimal

prompt format to guide the BLIP model in generating image

captions specific to the corresponding textual entities.

• We extract additional visual entities from image captions to

enrich the image knowledge information. Besides, we apply

an adaptive hard attention mechanism to filter irrelevant

knowledge and enhance relevant knowledge.

2 RELATEDWORK
2.1 Text-based Fake News Detection
Text-based fake news detection models rely on extracting textual

semantic features from the news textual content to determine the

authenticity of fake news [10, 24, 45]. For example, Qian et al.
[28] extracted multi-level text features from textual content and
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designed a generation module to produce user responses to aid

fake news detection. Liu et al. [23] used a combination of recurrent

networks and convolutional networks to capture global and local

changes in user usage features along the news dissemination path.

Yang et al. [48] constructed a heterogeneous information network to

extract rich information between users, posts and user comments,

and used an adversarial learning framework to improve model

robustness. Khoo et al. [19] proposed a post-level attention model

(PLAN), which used multi-head attention mechanism to model

long-distance interactions between tweets for fake news detection.

2.2 Multimodal Fake News Detection
In recent years, multimodal fake news detection has received ex-

tensive attention as the content form of news often contains multi-

modal information such as image and text. For example, Zhou et
al. [54] performed fake news detection by extracting text feature

and image feature and comparing the cosine similarity between

them. Wang et al. [41] used a multi-task learning framework to si-

multaneously perform fake news detection and event classification

tasks, in which the event classification task learns event invariant

features that contribute to fake news detection. Chen et al. [5] trans-
formed heterogeneous unimodal features into a common feature

space by contrast learning and quantified the ambiguity between

text and image feature by KL divergence to adaptively aggregate

unimodal features and multimodal features. Wang et al. [44] jointly
modeled the text feature, image feature and knowledge concepts

through the graph convolutional network to obtain global seman-

tic representation. Sun et al. [36] performed fake news detection

by capturing the inconsistent semantics at the cross-modal level

and the content-knowledge level in a unified framework. However,

these methods only focus on how to exploit the information at

the feature level and knowledge level of multimodal content such

as text and images, ignoring the extensive semantic information

embedded in the images and the external noise impact introduced

when adding external knowledge, which limits the performance of

fake news detection systems.

2.3 Image Caption
Image caption is designed to generate textual descriptions of im-

age and their methods are mainly based on the encoder-decoder

architecture. The workflow is that the image content is input to

a image encoder, after which the image feature is fed into a text

decoder to generate image caption [1, 47]. Traditional text decoder

typically applies LSTM network [14, 35], while more recent meth-

ods commonly utilize attention-based model to generate image

captions [52, 43]. In controlled image caption generation, Chen et
al. [4] proposed an abstract scene graphs(ASG) to fine-grainedly

represent user intent and control image caption generation. Wang

et al. [40] implemented prompt learning by embedding it into the

image caption model to enable the transformation of multiple image

caption styles. In terms of multimodal pre-training models, such

as BLIP [21] and CoCa [50] have shown excellent performance on

image caption benchmark, which can be used as backbone model to

extract rich semantic information from images and generate object-

specific image captions by the way of prompt, which is beneficial

for fake news detection.

3 METHOD
3.1 Model Overview
In this work, we propose a novel Hierarchical Semantic Enhance-

ment Network (HSEN) for multimodal fake news detection, whose

architecture is shown in Figure 2. Specifically, HSEN consists of

four modules for fusing multimodal information and performing

fake news detection. (1) The image semantic enhancement module,

which utilizes textual entities as the prompt subject vocabulary and

applies reinforcement learning to find the optimal prompt format

to generate multi-level image captions. (2) The multimodal fusion

module, which encodes three types of news information: text, image

and image captions, and performs fusion and enhancement of the

three features. (3) The knowledge semantic enhancement module,

which enlarges the image semantic knowledge and filters irrelevant

knowledge and enhances relevant knowledge through the adaptive

hard attention mechanism. (4) The model optimization module,

which applies the multimodal representation information obtained

from the above steps to perform binary classification. Next, we will

describe the above modules in details.

3.2 Image Semantic Enhancement
Text-guided ImageCaption.Weapply themultimodal pre-training

model BLIP as the base model for our image caption, which sup-

ports the use of image captions with prompt. We first utilize the

entity linking tool TAGME to recognise the set of textual entities

{𝑬 i

𝑇
} from news text 𝑻 . Then, we employ the textual entities as

the prompt subject vocabulary and design the prompt format for

guiding the BLIP model to generate three types image captions in

total. The first is the original image caption generated by the BLIP

model. The second is generated based on two textual entities as

the subject vocabulary of the prompt. The prompt format is 𝑃𝑐 =

{𝑃}1{𝑃}2 ...{𝑃}𝑁 {𝑡𝑒𝑥𝑡𝑢𝑎𝑙 𝑒𝑛𝑡𝑖𝑡𝑦} 𝑎𝑛𝑑{𝑡𝑒𝑥𝑡𝑢𝑎𝑙 𝑒𝑛𝑡𝑖𝑡𝑦}, where {𝑃}𝑖
represents the learnable prompt token and 𝑁 represents the length

of it; {𝑡𝑒𝑥𝑡𝑢𝑎𝑙 𝑒𝑛𝑡𝑖𝑡𝑦} represents the entity extracted from the

news text, and the third is the local semantic information gen-

erated based on a single textual entity with the prompt format of

𝑃𝑙 = {𝑃}1{𝑃}2 ...{𝑃}𝑁 {𝑡𝑒𝑥𝑡𝑢𝑎𝑙 𝑒𝑛𝑡𝑖𝑡𝑦}. Because news text usually
contain more entities and information than image, some textual en-

tities may not have corresponding visual entities. Therefore, for the

textual entities in the above prompts, we only utilize entities which

are the same as the visual entities, and if there are not enough iden-

tical entities, they will be randomly selected from the remaining

textual entities.

RLprompt.Due to the generation process of image caption is the

autoregressive process, its gradient cannot be backward. Inspired

by the method [7], we decided to apply the reinforcement learning

for the training of learnable prompt tokens, the structure of which

is illustrated in Figure 3. In which distilGPT-2 model is used as a

continuous policy network to find the best learnable prompt tokens

𝑧∗ from the vocabulary. Afterwards, we combine the learnable

prompt tokens 𝑧 with the textual entities as the complete prompt to

guide the BLIP model for generating the image captions specific to

the corresponding textual entities. At the same time, we calculate

the reward based on the prediction results of the fake news detection

model and apply soft Q-learning [12] to optimise the policy network.

The details of this are described below:
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Text: Construction workers 

gather in front of #Sydney 

Opera House after evacuation.

Text-guided Image Captions:

(1) the workers are working 

on the sydney harbour bridge

(2) …

Textual Entities: Visual Entities:

Agent

Expansion

TextImage

Caption 

Encoder

Text-guided 

Image Captions

Shared 

Embedding

Cross-modal Fusion

Shared 

Embedding
Shared 

Embedding

Classifier

Real Fake

Visual Entity Textual Entity

Adaptive Hard 

Attention

C
o

n
cat

T-V Knowledge 

Co-attention

Transformer Encoder

attention mask

Multimodal Fusion Knowledge Semantic 
Enhancement

Model Optimization

Image 

Encoder

Text 

Encoder
Entity Embedding

BLIP

Image Detection

workers, sydney opera house, 

evacuation
person, building, sydney, bridge… 

Image Semantic Enhancement

prompt

Figure 2: The overall architecture of the proposed HSEN. It contains four components: a image semantic enhancement module,
a multimodal fusion module, a knowledge semantic enhancement module and a model optimization module.

Learnable 

MLP
DistilGPT-2

DistilGPT-2 

Head

Fake news detection model

[prompt tokens]{textual entity} and {textual entity} 

Predictive label

assert  contentReward=73.1

Figure 3: The architecture of the RLprompt.

We use the distilGPT-2 model as the policy network to explore

the prompt space. The network trains only small MLP on the frozen

distilGPT-2 model. Figure 3 illustrates the policy distilGPT-2’s ar-

chitecture. Specifically, we use distilGPT-2 to extract contextual

embedding of the previous prompt tokens 𝑧<𝑡 , and apply the added

MLP layer to compute the adapted embedding, then pass the out-

put to the original distilGPT-2 header to obtain the next prompt

token probability. During training, we compute the MLP gradient

by policy network backward. In the inference phase, we greedily

select tokens to generate deterministic prompt tokens based on the

trained policy.

We design a segmented reward function that encourages the

generation of the optimal image caption by prompting, which in

turn correctly classifies each fake news sample. And we calculate

the reward by computing the gap between the probability of the

correct label and the incorrect label. In this case, we first apply

𝑃𝑧 (𝑦) to denote the probability of the correct label 𝑦 predicted by

the model, which is calculated as:

𝑃𝑧 (𝑦) =
{

𝑃𝑧 (𝑦 | 𝑧, 𝑥) if 𝑦 = 1

1 − 𝑃𝑧 (𝑦 | 𝑧, 𝑥) if 𝑦 = 0

(1)

where 𝑧 is the given prompt tokens, 𝑥 is the training data and 𝑦 is

the true label. 𝑃𝑧 (𝑦 | 𝑧, 𝑥) represents the value of the final sigmoid

output of the fake news detection model.

Then we denote the gap between the probability of the correct

label and the incorrect label as𝐺𝑎𝑝𝑧 (𝑦) = 𝑃𝑧 (𝑦)−(1 − 𝑃𝑧 (𝑦)). The
gap value is positive when the prediction is correct and negative

otherwise. For correct predictions, we will multiply by a large

number to indicate its desirability. The resulting reward function is

thus as follows:

𝑅 (𝑥, 𝑧,𝑦) = _
1−𝑦
1

_
𝑦

2
𝐺𝑎𝑝𝑧 (𝑦) (2)

We also normalize the rewards by using input-specific means and

standard deviations. Specifically, during prompt optimization, we

sample multiple groups prompt tokens 𝑧 (𝑥) for the input training
data 𝑥 , and compute the reward for each group of prompt tokens
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TextCaption Image

Figure 4: The architecture of the cross-modal fusion.

𝑧 ∈ 𝑧 (𝑥). Afterwards, we compute the reward 𝑧 − 𝑠𝑐𝑜𝑟𝑒 for the

entire prompt tokens 𝑧 (𝑥). The equation is as follows:

𝑧 − 𝑠𝑐𝑜𝑟𝑒 (𝑥, 𝑧,𝑦) =
𝑅(𝑥, 𝑧,𝑦) −meanz∈𝑧 (x)𝑅 (𝑥, 𝑧,𝑦)

stdevz∈𝑧 (x)𝑅 (𝑥, 𝑧,𝑦)
(3)

3.3 Multimodal Fusion
Textual and Visual Encoding. This module consists of text en-

coder, image encoder and image caption encoder, which extracts

basic features from the text 𝑻 , the image 𝑰 and the generated image

captions 𝑪 .
Textual Encoder.We utilize the pre-trained BERT [8] to map

the sequence of text words of length 𝐿 to an embedding sequence{
𝒙𝑖
𝑇

}𝐿
𝑖=1

of dimension 768. This embedding sequence is then pro-

cessed by a bi-directional long and short-term memory network

(Bi-LSTM) [15], which is further transformed by a linear layer to

obtain the text features

{
𝒇 𝑖
𝑇

}𝐿
𝑖=1
∈ 𝑅𝑑 , with the following equation:{

𝒇 𝑖𝑇
}
=𝑾𝑇 (𝐵𝑖 − 𝐿𝑆𝑇𝑀 (𝒙𝑖𝑇 )) + 𝒃𝑇 (4)

where 𝑾𝑇 and 𝒃𝑇 denote the learnable parameters of the fully

connected (FC) layer.

We also take the output of the last layer of the Bi-LSTM for-

ward and backward network as the global text feature 𝒇𝐺 with the

following equation:

𝒇𝐺 =𝑾𝑇 (
−−−−−−−−−→
𝐵𝑖 − 𝐿𝑆𝑇𝑀 (𝒙𝑖𝑡 ),

←−−−−−−−−−
𝐵𝑖 − 𝐿𝑆𝑇𝑀 (𝒙𝑖𝑡 )) + 𝒃𝑇 (5)

where

−−−−−−−−−→
𝐵𝑖 − 𝐿𝑆𝑇𝑀 (𝒙𝑖𝑡 ) represents the output of the last layer of the

forward network for Bi-LSTM and

←−−−−−−−−−
𝐵𝑖 − 𝐿𝑆𝑇𝑀 (𝒙𝑖𝑡 ) represents the

output of the last layer of the backward network for Bi-LSTM.

Visual Encoder. For image 𝑽 , we apply the visual feature en-

coder of the BLIP model to generate image feature 𝒇𝑉 . For the
generated image captions 𝑪 , we utilize the textual feature encoder
of the BLIP model to transform the image captions into a sequence

of caption features {𝒇 𝑖
𝐶
}. The BLIP model will be completely frozen

during the training process.

Cross-modal Fusion. To reduce the modality gap between

image feature 𝒇𝑉 , image caption feature 𝒇𝐶 and text feature 𝒇𝑇 and

𝒇𝐺 , we first map them to the same feature space using the linear

layer with shared weight, as described below:

𝒇𝑇𝑠 =𝑊
shared

𝒇𝑇

𝒇𝑉𝑠 =𝑊
shared

𝒇𝑉

𝒇𝐶𝑠
=𝑊

shared
𝒇𝐶

𝒇𝐺𝑠
=𝑊

shared
𝒇𝐺

(6)

In multimodal news, the content of image and important news

elements in the text are often related in some way. Therefore, we

utilize the co-attention mechanism to capture the mutual informa-

tion between text, image and image caption features and obtain

enhanced cross-modal features, the architecture of which is shown

in Figure 4. For instance, for the image enhanced text feature, we

apply 𝑸𝑉 = 𝒇𝑉𝑠𝑾
𝑄
, 𝑲𝑇 = 𝒇𝑇𝑠𝑾

𝐾
and 𝑽𝑇 = 𝒇𝑇𝑠𝑾

𝑉
to compute

their query matrix 𝑸𝑉 , key matrix 𝑲𝑇 and value matrix 𝑽𝑇 respec-

tively, where𝑾𝑄 ,𝑾𝐾 ,𝑾𝑉 ∈ R𝑑×
𝑑
𝐻 is a linear transformation and

𝐻 is the number of heads. Thus, we generate the image enhanced

text feature by the following formula:

𝒇𝑉𝑇 =

(
𝐻

| |
ℎ=1

𝑠𝑜 𝑓 𝑡𝑚𝑎𝑥

(
𝑸𝑉 𝑲

𝑇
𝑇√

𝑑

)
𝑽𝑇

)
𝑾𝑉𝑇 (7)

where ℎ denotes the h-th head and𝑊𝑉𝑇 ∈ 𝑅𝑑×𝑑 represents the

output linear transformation.

Thus, we can obtain the image enhanced text feature 𝑓𝑉𝑇 . Sim-

ilarly, we can apply the text feature 𝒇𝑇𝑠 to do separate feature

enhancement operations on the image feature 𝒇𝑉𝑠 and image cap-

tion feature 𝒇𝐶𝑠 . So we obtain the text enhanced image feature

𝒇𝑇𝑉 and the text enhanced image caption feature 𝒇𝑇𝐶 . To further

construct the internal connections, we model the above features

separately using the self-attention sublayer and finally used the

FC layer for the output of the cross-modal features. Eventually, we

obtained the final outputs 𝒇𝑉𝑇 , 𝒇𝑇𝑉 , 𝒇𝑇𝐶 for the three features.

3.4 Knowledge Semantic Enhancement
Visual Entity Extraction. For the visual entity, we utilize the API
from the Baidu OpenAI platform to recognise objects and celebrities

from images. In order to increase the richness of the visual semantic

knowledge, we extract additional visual entities from the image

captions generated under the initial custom prompt, thus forming

the set of visual entity {𝑬 i

𝑉
}.

Entity Embedding. To this point, we have obtained the set of

textual entities {𝑬 i

𝑇
} and visual entities {𝑬 i

𝑉
} for the news. We link

them to the Freebase [2] knowledge graph using the pre-trained en-

tity representation TransE [3] to obtain the background knowledge

feature 𝒇𝐸𝑇 and 𝒇𝐸𝑉 of the textual and visual entities.

Adaptive Hard Attention. The additional knowledge informa-

tion extracted from the knowledge graph can provide rich exter-

nal knowledge and evidence. However, not all entities contribute

equally to the model, and some entities are completely irrelevant

for fake news detection. To measure the weight of each entity and

remove irrelevant entities, we propose an adaptive hard attention

mechanism. Specifically, we perform hard attention operations on

visual entity embedding 𝒇𝐸𝑉 and textual entity embedding 𝒇𝐸𝑇
through the global feature 𝒇𝑀 for multimodal news, which is the

concatenation of global text feature 𝒇𝐺𝑠
and image feature 𝒇𝑉𝑠 , as
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a way to assign different weight to each entity, and to eliminate

irrelevant entities.

We first apply a linear layer to change the dimension of global

multimodal news feature 𝒇𝑀 , so that its dimension is consistent

with the entity embedding. To implement the news-textual entity

embedding hard attention, we utilize the single-head attention and

perform operations similar to the co-attentionmechanism described

above, but using 𝒇𝑀 to obtain the query matrix 𝑸𝑇𝐸 and textual

entity embedding 𝒇𝐸𝑇 to obtain the key matrix 𝑲𝑇𝐸 and the value

matrix 𝑽𝑇𝐸 . Then we can obtain the corresponding attention score

𝜶 and similarity 𝜷 with the following equations:

𝜶 = 𝑠𝑜 𝑓 𝑡𝑚𝑎𝑥

(
𝑸𝑇𝐸𝑲

𝑇
𝑇𝐸√

𝑑

)
𝜷 =

𝑸𝑇𝐸𝑲
𝑇
𝑇𝐸√

𝑑

(8)

Here, we set a threshold for the attention score 𝜶 , which is

calculated as described below:

𝛿 =
𝑚𝑒𝑎𝑛 (𝜶 )

2

(9)

When the attention score 𝛼𝑖 is less than the threshold 𝛿 , We

consider its corresponding entity to be irrelevant to the news and

set its similarity 𝛽𝑖 to −∞. If the attention score is greater than the

threshold 𝛿 , the original similarity 𝛽𝑖 is kept unchanged with the

following formula:

𝛽ℎ =

{
𝛽𝑖 if 𝛼𝑖 > 𝛿

−∞ if 𝛼𝑖 < 𝛿
(10)

After that, we re-perform the softmax operation on the newly

generated similarity 𝛽ℎ as the new attention score, where the atten-

tion score of irrelevant entities has been reset to 0 and the remaining

entities has been enhanced. Then, we proceed to the subsequent

attention operation steps to obtain the knowledge about the filtered

textual entities 𝑓𝑇𝐸 . The formula is as follows:

𝒇𝑇𝐸 = (𝑠𝑜 𝑓 𝑡𝑚𝑎𝑥 (𝜷ℎ) 𝑽𝑇𝐸 )𝑾𝑇𝐸 (11)

Based on the same hard attention operation, we can obtain the

knowledge about the filtered visual entity 𝒇𝑉𝐸 .
Cross-modal Knowledge Interaction. We generate the atten-

tion mask of the cross-modal knowledge interaction of textual and

visual entity embedding based on the above two hard attention

operations, so as to obtain the complementary enhanced features of

textual and visual entity embedding, while removing the influence

of irrelevant entities. Firstly, we obtain the corresponding label

sequence 𝜼1,𝜼2 based on the two similarities 𝜷ℎ1, 𝜷ℎ2 generated by
the above hard attention operation, which is given by:

[𝑖 =

{
1 if 𝛽𝑖

ℎ
≠ −∞

0 if 𝛽𝑖
ℎ
= −∞ (12)

where the relevant entities are set to 1 and the irrelevant entities

are set to 0.

After that we obtain the𝑚 × 𝑛 𝑚𝑎𝑠𝑘𝑐 by dotting 𝜼1 and 𝜼2 with
the following equation:

𝑚𝑎𝑠𝑘𝑐 =

{
1 if [𝑖

1
= [𝑖

2
= 1

0 if [𝑖
1
≠ [𝑖

2

(13)

We perform the co-attention operation on the visual entity embed-

ding 𝒇𝐸𝑉 and textual entity embedding 𝒇𝐸𝑇 with the attention mask

𝑚𝑎𝑠𝑘𝑐 respectively. The formula is as follows:

𝒇𝐸𝑇 𝐸𝑉 =

(
𝑠𝑜 𝑓 𝑡𝑚𝑎𝑥

(
𝑸𝐸𝑇 𝑲

𝑇
𝐸𝑉
·𝑚𝑎𝑠𝑘𝑐
√
𝑑

)
𝑽𝐸𝑉

)
𝑾𝐸𝑇 𝐸𝑉

𝒇𝐸𝑉 𝐸𝑇 =

(
𝑠𝑜 𝑓 𝑡𝑚𝑎𝑥

(
𝑸𝐸𝑉 𝑲

𝑇
𝐸𝑇
·𝑚𝑎𝑠𝑘𝑇𝑐
√
𝑑

)
𝑽𝐸𝑇

)
𝑾𝐸𝑉 𝐸𝑇

(14)

After obtaining the augmented four entity knowledge features

𝒇𝑇𝐸 , 𝒇𝑉𝐸 , 𝒇𝐸𝑇 𝐸𝑉 , 𝒇𝐸𝑉 𝐸𝑇 , in order to further construct the internal

connections, we first concatenate the above four entity knowledge

features to turn them into a set of entity embedding. The output is

then modelled using one-layer transformer encoder, which is the

same as the final step of the multimodal fusion module. So far, we

have obtained the feature of the news background knowledge 𝒇𝐸 .

3.5 Model Optimization
We have obtained the final representation of all features used for

classification, which are image caption enhancement feature 𝒇𝑇𝐶 ,
image original feature 𝒇𝑉𝑠 , image enhancement feature 𝒇𝑇𝑉 , text
original feature 𝒇𝐺𝑠

, text enhancement feature 𝒇𝑉𝑇 and knowledge

feature 𝒇𝐸 . We concatenate the above features to form a more com-

prehensive feature representation, which is further transformed

by a FC layer with a sigmoid activation function to predict the

probability of fake news, as follows:

∧
𝑦 = 𝜎

(
𝑾𝑐

[
𝒇𝑉𝑇 ;𝒇𝑇𝑉 ;𝒇𝑇𝐶 ;𝒇𝐺𝑠

;𝒇𝑉𝑠 ;𝒇𝐸
]
+ 𝒃𝑐

)
(15)

where𝑾𝑐 and 𝒃𝑐 are the parameters of the classifier layer, and 𝜎

refers to the sigmoid function.

We then used the cross-entropy loss function as the loss for the

whole model, which is formulated as described below:

L𝑝 = −𝑦 log
(∧
𝑦

)
− (1 − 𝑦) log

(
1 − ∧𝑦

)
(16)

4 EXPERIMENTS
4.1 Experimental Settings
Dataset.We evaluate the proposed method HSEN using two widely

used datasets, Pheme [55] and Weibo [17]. The Pheme dataset

consists of tweets from the Twitter platform and its content is based

on five breaking news stories. TheWeibo dataset was collected from

the Xinhua News Agency and the Weibo platform, which contains

content ranging fromMay 2012 to January 2016 and has beenwidely

used in previous multimodal fake news detection work. Both of the

above datasets have been pre-processed to ensure that each text

has its corresponding image. Specifically, the Pheme dataset has

2225 tweets, of which 1577 are real and 648 are false, and the Weibo

dataset has 7961 tweets, of which 3642 are true and 4319 are false.

Implementation Details. For the Pheme dataset, we set the

length of the input text to 96 words and the number of embedding

of both visual and textual entities to 5. For the Weibo dataset, we

set the length of the input text to 128 words, the number of visual

entity embedding to 5, and the number of textual entity embedding

to 8. For the image caption module, we generated one original

caption, two image captions guided by two textual entities, and two

image captions guided by a single textual entity. For the parameter
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Table 1: Performance comparison to the state-of-the-art
methods on Pheme and Weibo datasets.

Methods Acc Prec Rec F1

Ph
em

e

EANN [41] 0.771 0.714 0.707 0.704

MVAE [18] 0.776 0.735 0.723 0.728

SAFE [54] 0.807 0.787 0.789 0.791

SpotFake [33] 0.845 0.809 0.836 0.822

KMGCN [44] 0.876 0. 876 0. 876 0. 876

MM-MTL [51] 0.822 0.788 0.855 0.820

DDGCN [37] 0.855 0.846 0.841 0.844

MFAN [53] 0.887 0.871 0.856 0.862

HESN 0.908 0.886 0.890 0.888

W
ei
bo

EANN [41] 0.827 0.847 0.812 0.829

MVAE [18] 0.824 0.828 0.822 0.823

SAFE [54] 0.851 0.849 0.849 0.849

SpotFake [33] 0.873 0.873 0.874 0.873

CAFE [5] 0.840 0.840 0.841 0.840

LIIMR [32] 0.900 0.882 0.823 0.847

EM-FEND [27] 0.904 0.897 0.904 0.901

BMR [49] 0.918 0.912 0.909 0.910

HESN 0.939 0.938 0.939 0.939

settings, we set Batch size = 16, Epoch = 80, the learning rate to 5e-4
for the fake news detection model and fine-tune the BERT model

with a learning rate of 1e-6. The optimiser is the Adam. For the

reinforcement learning model, we set the learning rate to 1e-4, the
reward function to _1 = 180 and _2 = 200. For the input training

data, we generated 4 groups of prompt tokens for normative reward,

while the number of prompt tokens in each group is 2. Besides, we

employ the Adam optimizer to optimize the learnable MLP.

Evaluation Metrics.We apply the accuracy score as our eval-

uation metric, which is widely used for binary classification task.

Considering the problem of category imbalance, we also utilize

precision, recall and F1 score as complementary evaluation metrics.

4.2 Results and Discussion
To fully evaluate the proposed method, we compare it with several

state-of-the-art methods on the Pheme and Weibo datasets and the

results are shown in Table 1. Under the four evaluation metrics,

HSEN achieves 90.8% accuracy and 93.9% accuracy respectively,

both outperforming other comparative methods and demonstrating

its superior performance.

The EANN and MVAE models apply both visual and textual in-

formation, but their performance is poor relative to other methods,

which may be due to the use of Text-CNN or Bi-LSTM to extract

text feature, whose text representation is weaker than pre-trained

models such as BERT. The SAFEmodel is higher compared to EANN

and MVAE, demonstrating that comparing the similarity of text

and image is beneficial for fake news detection. The KMGCN and

DDGCN models perform well on the Pheme dataset, suggesting

that using graph network can extract news feature significantly,

while both methods use external knowledge information, indicating

that using additional knowledge is beneficial for fake news detec-

tion. The MFAN model achieved better results on Pheme dataset,

Table 2: Ablation study on the architecture of the image se-
mantic enhancement module and the multimodal fusion
module of HSEN on the two datasets.

Methods Acc Prec Rec F1

Ph
em

e w/o Cap 0.879 0.848 0.870 0.859

w/o RLprompt 0.893 0.865 0.888 0.876

w/o Fuse 0.884 0.856 0.867 0.862

HESN 0.908 0.886 0.890 0.888

W
ei
bo

w/o Cap 0.902 0.902 0.903 0.903

w/o RLprompt 0.910 0.909 0.909 0.909

w/o Fuse 0.922 0.924 0.923 0.924

HESN 0.939 0.938 0.939 0.939

Table 3: Ablation study on the architecture of the knowledge
semantic enhancement module of HSEN on the two datasets.

Methods Acc Prec Rec F1

Ph
em

e w/o Filter 0.886 0.861 0.863 0.862

w/o Mask 0.902 0.885 0.876 0.880

w/o Cap-E 0.891 0.868 0.870 0.869

HESN 0.908 0.886 0.890 0.888

W
ei
bo

w/o Filter 0.917 0.917 0.917 0.917

w/o Mask 0.924 0.923 0.924 0.924

w/o Cap-E 0.927 0.926 0.926 0.926

HESN 0.939 0.938 0.939 0.939

demonstrating social graph information plays an important role

in fake news detection. The EM-FEND model performs well on

the Weibo dataset, indicating that using the high-order knowledge

information of images and comparing the consistency of visual

entities and textual entities is effective. The BMR model achieved

the second best results on the Weibo dataset, suggesting the effec-

tiveness of using multiple perspectives of news content to make

crude predictions and reweighting each perspective feature through

cross-modal consistency.

Compared with other methods, our model HSEN outperforms

other models, for which we can attribute the advantages of the

HSEN model to several factors: (1) The use of BERT and BLIP as

backbone, resulting in powerful text and image representation.

(2) The image semantic enhancement module acquires valuable

multi-level cross-modal correlation information, while using image

caption to expand the visual entities, thus enriching the background

knowledge information of the image. (3) The knowledge semantic

enhancement module learns the precise news high-order knowl-

edge semantic information.

4.3 Ablation Studies
The ablation experiments in Table 2 investigate the impact of the

components in the image semantic enhancement module and mul-

timodal fusion module of HSEN in terms of their performance on

fake news detection. Specifically, variants of HSEN are described

below: w/o Cap refers to not using image captions, i.e. no semantic

information about the image is applied. w/o RLprompt refers to not

using the reinforcement learning model to generate the optimal
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Pheme

Weibo

Image from @kellyhobson shows 

police running to search buildings

in downtown Ottawa.

News content

Prompt tokens: assert contents

(1) police officers and a dog in the 

middle of the city

(2) assert contents police and 

running the scene in the city

(3) assert contents downtown

police officers and a dog

Text-guided captions

As a child of guizhou, I hope the 

broad social friends pay attention to 

this matter: do not wait until 

something happens, it will not help, 

Guizhou people, please strongly…

Prompt tokens: file scene

(1) a landslide in the middle of the 

city

(2) file scene earthquake and matter

- the earthquake in china

(3) file scene guizhou province, 

china - may 26, 2016 a view of a 

landslide

Textual entity

Visual entity

Visual entity

Adaptive hard attention score

Textual entity

Attention mask

Figure 5: Two examples of correct recognition from the Pheme and Weibo datasets with extracted textual entities (marked in
blue) and visual entities (marked in green), text-guided image captions, attention score and attention mask generated by the
adaptive hard attention mechanism are shown.

prompt format, only custom prompt format is used to generate the

image captions. w/o Fuse refers to not enhancing the three features

using co-attention mechanism. These variants of HSEN perform

significantly worse than the original HSEN, while w/o Cap has the

worst performance among these variants. This indicates that: (1)

Multi-level image captions can complement the semantic informa-

tion of the image and improve model performance significantly. (2)

Using reinforcement learning to discover the optimal prompt for-

mat can generate more valuable image captions. (3) The use of the

co-attention mechanism is able to enhance the representation of the

three features, further improving fake news detection performance.

The ablation experiments in Table 3 investigate the impact of

the components in the knowledge semantic enhancement module.

Specifically, w/o Filter refers to no knowledge semantic enhance-

ment module is used and only the textual and visual entity em-

bedding is fused by one layer of transformer encoder. w/o Mask
refers to direct co-attention operation for textual and visual entity

embedding without the usage of the generated attention mask. w/o
Cap-E refers to the image caption is not used to supplement the

visual entities. These variants of HSEN illustrate that: (1) filtering ir-

relevant entities and enhancing relevant entities is necessary, while

generating the attention mask for guiding cross-modal knowledge

interaction is effective, based on the above operations we can ob-

tain more precise high-order knowledge semantic information. (2)

Using image captions to supplement additional entities increases

the richness of the visual entities and thus makes better use of the

external knowledge information related to the image.

4.4 Visualization Results
Figure 5 gives two example of correct recognition from the

Pheme andWeibo datasets, and provides the entities extracted from

the text and image captions, the final selected prompt tokens and

the generated image captions, as well as the attention score and the

attention mask generated by the hard attention mechanism. Regard-

ing the text-guided image captions, we can observe that although

the final chosen prompt tokens is somewhat counter-intuitive, it is

well placed to guide the multi-level text-related image captions, as

well as adding the background knowledge embedded in the BLIP

model to the image captions. For example, in the case of the Weibo

dataset, the image caption can guide the generation of background

knowledge such as ‘earthquake’, ‘china’, etc, which expanding the

visual entities and facilitating fake news detection. Regarding the

adaptive hard attention score, in the case of the Pheme dataset, the

knowledge semantic enhancement module removes ‘dog’, ‘scene’
in the visual entities and ‘image’ in the textual entities, which are

obviously useless for fake news detection. This suggests that the

module is able to reduce the influence of external knowledge noise.

Meanwhile, the knowledge semantic enhancement module assigns

the highest weight to ‘police’, which is the most relevant to the

news content. This indicates that the module can be effective in

enhancing the representation of relevant knowledge. Regarding

the attention mask, we discover that using the attention mask can

significantly remove the influence of noise entities and guide cross-

modal knowledge interaction better.

5 CONCLUSION
In this work, we propose a novel Hierarchical Semantic Enhance-

ment Network (HSEN) for multimodal fake news detection. The pro-

posed HSEN acquires cross-modal correlation information by dis-

covering the optimal prompt format through reinforcement learn-

ing and guiding the BLIP model to generate image captions related

to specific textual entities. Additionally HSEN extends the visual en-

tities with the generated image captions and extracts precise news

high-order knowledge semantic information through an adaptive

hard attention mechanism. Extensive experiments on two datasets

validate the effectiveness of the proposed method.
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